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Abstract—The development of an automated suturing robot for
oral and maxillofacial surgery (OMS) has long been a challenging
task, mainly due to the spatial constraints in the oral cavity,
which make intraoral navigation difficult to realize. In this paper,
we propose a spatially compact visual navigation system for
a single-arm suturing robot to enable real-time high-precision
navigation during the intraoperative stage. Correspondingly, a
two-stage intraoperative navigation framework is designed to
achieve intraoral and extra-oral navigation. By designing a novel
mouth opener with a fixed endoscope, the navigation information
from different modules can be aligned. By strategically placing
flexible position-sensitive visual markers on the robot body, end-
effector, and mouth opener, precise pose information can be
acquired without taking up additional space, thus guiding the
robot to automatically perform the suturing process. In addition,
we design a normal vector guidance-bundle adjustment (NVG-
BA) module and a dynamic ROI extraction module to improve the
system performance. We constructed a real suturing robot system
using the proposed visual navigation framework and designed a
large number of localization accuracy experiments. All of these
experiments collectively demonstrate the exceptional localization
accuracy and safety provided by the proposed navigation system,
surpassing previously reported OMS navigation systems, all while
avoiding any additional occupation of intraoral space. Finally, the
system completed an automated suturing process on a simulated
wound of a head phantom, demonstrating the automated suturing
capability of the system.

Index Terms—Visual navigation, suturing robot, flexible mark-
er, extra-oral position navigation, intraoral pose adjustment.
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I. INTRODUCTION

FULLY automated surgical procedures are becoming a

popular research topic in the field of medical engineering

[1], [2]. Traditional surgical procedures are influenced to a

certain extent by the fineness of the surgeon’s hand, fatigue,

and hand-eye coordination. However, the advent of surgical

robots will ideally eliminate this limitation. Accurate and

robust localization and environment perception are essential to

achieve fully automated surgical procedures based on surgical

robots. Intelligent surgical navigation systems are currently

undergoing significant development. With different kinds of

sensors (image [3], [4], infrared [5], [6], electromagnetic [7],

etc.), the pose information of the robot and the patient can

be acquired and used to guide the robot for fully automated

surgery.

Oral and maxillofacial surgery (OMS) is widely used for

the treatment of facial and oral diseases, including trauma,

facial infections, and oral tumors [8]. In traditional OMS,

surgeons must carefully maneuver through the narrow mouth

to perform suturing procedures [9]. The constricted space

and visual obstacles challenge the surgeon’s experience and

physical stamina, as well as limiting the surgeon’s ability

to observe the patient’s operative region. With the rapid de-

velopment of computer technology, computer-assisted surgery

(CAS) has been widely used in surgical procedures to provide

surgeons with a precise and powerful assistive positioning

system that minimizes surgical risk, improves surgical ac-

curacy, and improves patient prognosis [10]. Among the

many navigation systems, vision-based navigation systems are

gradually becoming mainstream due to their low cost, easy

implementation, and high environmental tolerance.

Today’s visual navigation systems face many challenges and

shortcomings. First, current navigation systems are primarily

placed outside the patient’s body. While this design has proven

effective in certain surgical procedures, it is clearly difficult

to acquire the pose of the robot end-effector in the oral cavity

from outside the body [11]. In addition, conventional visual

navigation systems also tend to consume significant spatial

resources and typically require localization fiducials to be

mounted on both the patient and the robot, which is similarly

inaccessible in the constricted oral cavity. In recent years,

efforts have been made to utilize the patient’s own features

for markerless visual navigation. However, this approach may

reduce localization accuracy and still fails to overcome the
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motion limitations of oral surgery robots.

To overcome these drawbacks and dilemmas, this paper

provides a spatially compact visual navigation system for oral

surgery suturing. To address the inherent spatial constraints

of the oral cavity, this paper introduces a flexible, position-

sensitive visual marker called HydraMarker [12], which can be

tightly fitted to the robot and mouth opener without imposing

additional spatial burdens. Based on this navigation system,

this paper also designs a two-stage navigation framework

and achieves precise intraoral localization of the robot end-

effector in the oral cavity by a novel mouth opener. In

addition, in order to improve the stability of localization, this

paper also introduces a pose refinement method called normal

vector guided-bundle adjustment (NVG-BA). Finally, we also

propose a dynamic ROI extraction algorithm to improve the

operational efficiency of the navigation system. In other words,

the main contributions of this paper are as follows:

1) A spatially compact visual navigation system is pro-

posed for OMS suture surgery in confined spaces, and a

two-stage intraoperative autonomous navigation frame-

work is designed for this system.

2) A pose refinement algorithm based on normal vector

guidance is proposed for this visual navigation system

to improve the robustness of visual localization and a

dynamic ROI algorithm is also proposed to improve the

operational efficiency of the visual navigation system.

3) A physical fully automated suturing robot system for

OMS is developed using the proposed visual navigation

system. Various experiments validate the effectiveness

of the system and demonstrate its superiority over con-

ventional surgical procedures.

The remainder of this paper is organized as follows. In

Section II, we provide a comprehensive overview of the

research related to existing OMS visual navigation systems and

their application to suture robots. The design of the navigation

system is described in detail in Section III. Then, the extensive

experiments conducted in this paper are presented in Sec-

tion IV, which also includes the analysis of the experimental

results. Section V contains a discussion and conclusion to

consider possible future work.

II. RELATED WORKS

A. Visual Navigation Systems for OMS

Visual navigation systems for OMS can be divided into two

main categories: marker-based and marker-free navigation sys-

tems. Marker-based navigation systems acquire high-precision

poses of the surgical tool and surgery targets by anchoring

a visual marker in the oral cavity. Most of these navigation

systems place a target marker on the patient’s teeth and use

a stereo-vision system to recognize the marker features and

match them with a standard model to recover the poses. Block

et al. [13] designed a cylinder-shaped mouth opener with

visual markers for fixation to the patient’s oral cavity, obtained

a high-precision position of the patient’s head by recognizing

the visual markers with a binocular camera, and accomplished

a teeth implant surgery. Yang et al. [14] affixed planar markers

to the mouth opener and designed a vision-guided robotic

system for fully automated implant surgery. Hu et al. [15]

designed a surgical tool equipped with a miniature camera and

replaced the markers on the mouth opener with a camera for

oral localization by tracking an external checkerboard grid,

resulting in a lightweight design of the navigation system.

However, the operating area of the OMS is very limited,

so bulky markers may become an obstacle during surgery.

Furthermore, for intraoral suturing procedures, the narrow

space likewise severely limits the options for placement of

markers on the robot end-effector. On the contrary, marker-

free navigation methods have gradually attracted the attention

of researchers in recent years. This kind of visual navigation

system abandons high-precision visual markers and uses a

stereo vision system to extract features directly from the

patient’s head and align them with the 3D CT model to discard

the spatial constraint problem of visual markers. Wang et al.

[16], [17] applied augmented reality to surgical navigation by

matching the patient’s CT teeth model with features captured

by a binocular camera. Ma et al. [18] obtained the patient’s

head position by creating a large amount of 2D contour data to

build a shape-based offline model and aligning the recognized

tooth contours with the model using a monocular camera. Li

et al. [19] proposed an efficient texture-less pose estimation

method using only teeth shape information. However, this

marker-free scheme is very sensitive to noise and cannot

achieve the stability and accuracy of high-precision markers.

In addition, for intraoral suture surgery, its low-light and

weak texture environment also makes the extraction process

of naturally occurring features difficult.

B. Vision Systems on Suture Robots

Several existing fully automated suture robots have also

introduced visual sensors to assist in localization. StapBot [20]

utilizes an optical proximity sensor as a basis for position

measurement, but as a rudimentary work does not exploit the

image. Wang et al. [21] designed a suture robot with two sets

of binocular cameras. The binocular camera outside the robot

is used to localize the robot and the other is used to localize the

wound position. However, there is a lack of specific description

and accuracy analysis of the wound recognition algorithm. Li

et al. [22] proposed a visual learning network for monocular

needle pose estimation. However, this deep learning-based

approach requires a high degree of viewpoint consistency and

yields unstable pose estimations. Bendikas et al. [23] used

reinforcement learning to design a framework for an external

camera-based multi-stage pick-and-place needle manipulation

task. Yet only the method was validated in a simulator and

physical transfer experiments were lacking. Pedram et al. [24],

[25] designed a vision system similar to [21], but the cameras

on the robot are only used to recognize pre-drawn red dots near

the wound and have limited practical application. Therefore, a

visual navigation system for suturing robots still needs to be

developed.

III. SPATIALLY COMPACT VISUAL NAVIGATION SYSTEM

A. System Overview and Coordinate Formulation

The proposed visual navigation system is oriented towards

a novel single-arm suturing robot [26]. This suturing robot
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Fig. 1. Schematic diagram of the proposed navigation system, including the overview, modules, and coordinate frames.
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Fig. 2. The HydraMarker used in the proposed navigation system contains
a unique label for each small area for reliable identification. In the proposed
navigation system, multiple HydraMarkers are attached to the robot body,
end-effector, and mouth opener, respectively.

employs a tendon drive mechanism with an external drive

unit and utilizes only a multi-DoF end-effector to achieve

flexible movement within the oral cavity. Such oral surgery

robots often have tiny end-effectors to realize precise intraoral

movements to adapt to the limited space inside the oral cavity,

as shown in Fig. 1(b). Due to the limited space in the oral

cavity and severe line-of-sight occlusion, it is difficult for

conventional visual navigation systems to place large fiducials

on the tiny end-effector and detect them consistently, thus

making it impossible to obtain the navigation status in the

oral cavity.

To solve these problems, we designed a spatially com-

pact navigation system based on visual markers as shown

in Fig. 1(a). The visual navigation system consists of the

following modules: a binocular camera, a mouth opener with

an endoscope, and visual markers that are attached to the robot

body, end-effector, and mouth opener. The binocular camera

is used to simultaneously detect visual markers on the robot

body and the mouth opener, and recover their corresponding

poses. As shown in Fig. 1(c), a novel mouth opener has been

meticulously designed to preserve the original function while

catering to the constrained space within the oral cavity, thereby

enhancing the potential of intraoral navigation. Notably, this

mouth opener is equipped with an endoscope, allowing for

real-time visualization inside the oral cavity. This facilitates

the detection of visual markers on the end-effector as it enters

the oral cavity, enabling accurate estimation of its pose. Such

a design offers superior insight into the intraoral environment

compared to conventional surgical navigation systems, thereby

fostering a navigation process characterized by precision and

safety. In addition, a cylindrical localizer is provided, which

serves as an intermediary between the inside and outside

of the oral cavity through its recognition by the binocular

camera. Finally, a monitor camera is incorporated to help

the surgeon monitor the status of the operative area in real

time. For the choice of visual marker, the proposed system

introduces a flexible position-sensitive visual marker called

HydraMarker illustrated in Fig. 2. A number of advantages

exist for this visual marker. First, this marker provides a large

number of features, thus providing redundant pose estimation

ability. In addition, this marker possesses self-identifiability,

i.e., each small region contains a unique label, which can

be recognized even when a small portion of the marker is

observed. Finally, it exhibits some resistance to cutting and

bending, allowing it to be attached to any regular surface, as

illustrated in Fig. 1(b)(c). As a result, this visual marker can

adapt well to various potential contingencies, such as line-

of-sight occlusion, partial contamination of the marker, and

illumination changes, thereby greatly enhancing the robustness

and the long-term reliability of the visual navigation system.

The recognition algorithm and the 3D reconstruction algorithm

for this visual marker can be found in [15], [27], respectively.

Fig. 1 illustrates specifically the coordinate system definition

and implementation process of the proposed visual navigation

system. We utilize •ji to describe the information of frame i

as presented in frame j. Meanwhile, p
j
i ∈ R

3 and P
j
i ∈ R

4
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Fig. 3. Illustration of the calibration between the mouth opener and the
endoscope.

represent points of frame i related to frame j in Cartesian and

Homogeneous, respectively. There are a total of eight frames

defined to address the proposed navigation system (see Fig. 1):

robot base {B}, camera {C}, endoscope {En}, opener marker

{OM}, end-effector {E}, robot marker {RM}, end-effector

marker {EM}, and end-effector zero position {E0}.

B. Calibration of Navigation System

Upon the initial deployment of the proposed navigation

system, calibration becomes imperative to refine the trans-

formation relationships among diverse sources of navigation

information. It merits emphasis that in a stable operational

setting, calibration is a one-time procedure. Once calibration is

successfully executed, the system becomes ready for recurrent

utilization. This subsection will provide a complete calibration

solution for the proposed navigation system.

1) Calibration between mouth opener with endoscope:

During the intraoral navigation process, this transformation

pathway from the endoscope to the robot base is required to

obtain an accurate endoscope-to-opener transformation rela-

tionship. We derive the transformation matrix TOM
En by using

a properly sized visual marker (here, for consistency in the

recognition algorithm, we use a checkerboard with the same

HydraMarker) {CB}, which is placed in the common field

of view of the endoscope and binocular camera as shown

in Fig. 3. The introduction of the visual marker offers a

transformation relationship between the endoscope with the

mouth opener:

TC
OMTOM

En TEn
CB = TC

CB (1)

Therefore, TOM
En can be obtained from the following equa-

tion:

TOM
En = (TC

OM )−1TC
CB(T

En
CB)

−1 (2)

It is worth noting that both poses TC
OM and TEn

CB acquired

by this navigation system are valid, non-singular configura-

tions. As a result, each pose corresponds to a unique solution

for the corresponding TOM
En .

2) Calibration of suturing robot: At this point, there are

still two fixed but unknown quantities, pRM
E0

and RRM
E0

. As

illustrated in Fig. 4, we use a surgical instrument with a

{C}

{SI}

{RM}

P
E0
=P

SI

{CC}

Fig. 4. Schematic diagram of the end-effector calibration of the suturing
robot.

calibrated pivot [28] to calibrate pRM
E0

by touching the sur-

gical instrument pivot to the origin of the end-effector, i.e.

pCSI = pCE0
, therefore:

PRM
E0

= (TC
RM )−1PC

E0
= (TC

RM )−1PC
SI (3)

Due to the rigid body assumption, we calibrate RRM
E0

using

robot arm kinematics:

RRM
E0

= (RC
RM )−1(RB

C)
−1RB

J6
(4)

C. Two-Stage Intraoperative Navigation Framework

Fig. 5 depicts the framework of the navigation system,

illustrating its division into two main components: offline

preliminaries and online intraoperative navigation. Our visual

navigation system is designed around a two-stage intraoper-

ative navigation framework. This framework delineates the

intraoperative navigation process into two distinct stages: the

extraoral position navigation stage and the intraoral pose

adjustment stage. In the extraoral position navigation stage,

the system primarily identifies markers on the robot body

and mouth opener to ascertain their relative poses. This

information is then utilized to control the robot arms move-

ment towards the target position. Conversely, the intraoral

pose adjustment stage involves recognizing markers on the

robot end-effector via the endoscope. This enables the sys-

tem to determine the relative poses between the robot body

and the end-effector, facilitating precise control of the end-

effector to achieve specified poses. It is paramount to note

that marker recognition in each frame during intraoperative

navigation occurs independently, rendering the corresponding

pose unaffected by previous results. This subsection concretely

describes the implementation details of this framework.

1) Extra-oral position navigation process: The main pur-

pose of the extra-oral navigation process is to guide the suture

end-effector into the oral cavity, and subsequently to guide

the end-effector to the suture position after the intraoral pose

adjustment has been completed. This process assumes that the

robot end-effector remains fixed to the robot body, i.e., it does

not change the pose of the end-effector with respect to the

robot arm joint 6 {J6}. Thus, the positional relation of {E0}
with respect to {B} is as follows:

TB
E0

= TB
C

[

RC
RMRRM

E0
RC

RMpRM
E0

+ tCRM

0 1

]

(5)
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Fig. 5. The flowchart of the two-stage intraoperative navigation framework.

0

1

Fig. 6. Illustration of applying NVG-BA to the mouth opener. The red boxes
indicate the crosspoints with severe warp, and the green boxes indicate the
crosspoints with weaker warp. The vector on each crosspoint indicates its
corresponding plane normal vector and the color of the vector indicates its
weight.

2) Intraoral pose adjustment process: The end-effector

inside the mouth can acquire its pose in real-time by endoscope

recognition of the visual markers attached to it, thus enabling

precise pose adjustment. Noting that the endoscope is fixedly

attached to the mouth opener, therefore, the pose relation of

{E} with respect to {B} is listed:

TB
E = TB

CT
C
OMTOM

En TEn
EMTEM

E (6)

Similar to extra-oral position navigation, the transformation

between the end-effector marker coordinate and the end-

effector coordinate needs to be calibrated as well. The transfor-

mation relationship TE
EM can be obtained using the position

of the end-effector at zero position:

TEM
E = (TB

CT
C
OMTOM

En TEn
EM )−1TB

E0
(7)

Tracking of the suture pose Ttar is achieved by the binoc-

ular camera by recognizing the visual marker on the mouth

opener. Since the opener is solidly attached to the patient’s

head, the surgeon registers the suture positions with the mouth

opener coordinate during the preoperative planning phase, thus

eliminating suturing offsets caused by the patient’s potential

respiration or movement. During the surgery, the suture poses

under the robot base {B} satisfied:

TB
tari

= TB
CT

C
OMTOM

tari
(8)

D. Normal Vector Guided-Bundle Adjustment

For the sake of safety and stability, it is imperative that

the visual navigation system of the surgical robot exhibits

exceptional robustness. This means that the jitter in the target

pose, caused by noise, should be minimized to ensure smooth

robot motion. Traditional visual localization methods initially

obtain the coarse pose by aligning the camera-detected features

with their corresponding 3D spatial model [29], followed by

further optimization using bundle adjustment (BA) to recover

the refined pose.

During practical usage, we found that the positioning accu-

racy of the features has a severe influence on the optimization

result. Specifically, the crosspoint features used in this paper,

as illustrated in Fig. 6, may become distorted under severe

warping conditions. As mentioned previously [30], this distor-

tion often leads to a decrease in the positioning accuracy of

the crosspoint, resulting in deviations in the optimized pose

and undesirable jitter. To address this challenge, we introduce

the Normal Vector Guided-Bundle Adjustment (NVG-BA) in

this paper.

The core concept of NVG-BA is to align the normal vector

direction of each corner by leveraging the distribution of

feature points within the 3D model under an initial coarse

pose. This approach enables the system to assess the degree

of deformation experienced by each corner point relative to

the current viewing angle. Consequently, different weights are

assigned to each corner based on their respective degree of

deformation, facilitating optimization.

For a corner xi,j detected by the ith camera, the compu-

tation of the normal vector can be reframed as the following

optimization problem:

min
m,n

J (m,n) =
∑

k∈N (j)

|| (pi,j,k −m)
T
n||2

s.t. ‖n‖ = 1

(9)

where pi,j,k is the spatial point of the model corresponds

to xi,j and N (j) is the neighboring crosspoint cluster of

pi,j,k. Since m and n are independent of each other, the

optimization problem can be decoupled. The optimization

problem is converted to when only m is considered:

argmin
m

=

n
∑

i=1

‖ pi,j,k −m ‖2 (10)

It is easy to prove that m should be the center of N (j),
hence

m =
1

card(N (j))

∑

k∈N (j)

pi,j,k (11)

This article has been accepted for publication in IEEE Transactions on Instrumentation and Measurement. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIM.2024.3427843

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Peking University. Downloaded on July 16,2024 at 01:57:19 UTC from IEEE Xplore.  Restrictions apply. 



6

let qi,j,k = pi,j,k −m, then the optimization problem can be

rewritten as:

min
n

∑

i∈N (j)

||qT
i,j,kn||2 = min

n

nT
(

QQT
)

n

s.t. nTn = 1

(12)

where

Q =





| | |
qi,j,1 qi,j,2 . . . qi,j,n

| | |



 (13)

n is the normalized eigenvector vmin of QQT with the

smallest eigenvalue λmin (see Appendix A for proof). Here,

we define the weight of each crosspoint as being inversely

proportional to the angular difference between its normal

vector and the Z-axis of each camera coordinate, i.e., the more

perpendicular the crosspoint is to the camera plane, the larger

its corresponding weight.

ωi,j = arccos
(

ni,j ·
[

0 0 1 ]T
)

(14)

Similar to the original bundle adjustment method, we

formulated the localization problem as the optimization of

a cost function that contains weighted reprojection errors

corresponding to the observations from the binocular camera.

min J =

1
∑

i=0

∑

j∈J (i)

ei,j
T

Wi,j
r ei,j (15)

where i denotes the camera index and j denotes the crosspoint

index. The set J (i) contains the indices of crosspoint detected

by the ith camera. The reprojection error is:

ei,jr = zi,j − πi

(

TCiSTSW li,j
)

(16)

where zi,j is the measured image coordinate of the jth

crosspoint on the ith camera and li,j is the homogenerous

coordinate of the jth crosspoint in the reconstruction model

coordinate. Additionally, Wi
r is the weight matrix of the

crosspoint measurement li,j .:

Wi
r = diag (ωi,1, ωi,2, · · · , ωi,n) (17)

We employ the Google Ceres optimizer to carry out the

optimization procedure.

E. Dynamic ROI Extraction

The efficiency of the visual navigation system is critical

to surgical performance. A high-speed navigation system im-

proves the pose-tracking ability of the robot and suture targets

and enhances the surgeon’s decision-making ability to respond

more quickly to unexpected situations and emergencies. To

enhance the efficiency of the visual navigation system, a

dynamic ROI extraction algorithm is proposed to accelerate

the image processing oriented to the surgical environment of

the proposed system.

In typical surgical scenarios, the quantity and arrangement

of visual markers are predefined, and real-time pose infor-

mation of each visual marker model is available, offering

guidance for anticipating the future positions of these markers.

Considering that the time interval between two consecutive

Current 

frame

Next 

frame

Model reprojection

Predicted ROI

Fig. 7. Schematic diagram of the dynamic ROI extraction process.

frames is extremely short (generally within tens of millisec-

onds), the displacement of visual markers is minimal. Hence,

the positions of visual markers in two adjacent frames are

expected to be in close proximity. Here, we introduce a

dynamic ROI extraction method. Its objective is to project

the corresponding 3D model onto the image plane using the

acquired positions of visual markers in the current frame. This

projection enables us to predict the smallest rectangular region

within which the corresponding visual marker will appear in

the subsequent frame, as illustrated in Fig. 7. Consequently,

only this extracted ROI region is processed in the next frame,

resulting in a significant acceleration of the visual navigation

system.

With the marker detected in the current frame, it becomes

feasible to recover the pose associated with that marker. As

a result, the position of this marker will appear in the next

frame can be forecast based on the camera projection model:








uk
ij

vkij

1









= Ki

[

R0
i

(

Rj
cP

k
j + tjc

)

+ t0i
]

(18)

where i denotes the camera index, j denotes the object (robot,

mouth opener, end-effector, etc.) index, and k denotes the

crosspoint index. uk
ij and vkij correspond to the predicted x and

y coordinates of the crosspoint in the image, respectively. Ki

refers to the intrinsic parameters of camera i, and R0
i refers to

its extrinsic parameters with respect to camera 0. Therefore,

the ROI of the jth object in camera i predicted in the next

frame is:






(

x−
ij , y

−
ij

)

= (⌈supUij⌉ , ⌈supVij⌉)
(

x−ij , y−ij

)

= (⌊inf Uij⌋ , ⌊inf Vij⌋)
(19)

where Uij and Vij represent the sets of x and y coordinates

of the crosspoints of the jth object in camera i, respectively.

Meanwhile, (x−ij , y−ij) and (x−
ij , y

−
ij) denote the lower-

left and upper-right coordinates of the ROI, respectively.

IV. EXPERIMENTS

A. System Setup

Fig. 8 shows the physical setup of the proposed system. This

system is composed of five components: the suturing robot
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Mouth opener

Binocular 

camera

End-effector

Endoscope

Suturing robot

Head phantom

Visual markers

Fig. 8. The proposed spatially compact visual navigation suturing robot
system.

with fiducial markers on it, a head phantom with silicone pads

inside for wound simulation, a mouth opener with a fixed en-

doscope, the adjustable stereo vision cameras, and the comput-

er. The suturing robot is mounted on an AUBO i5 collaborative

robotic arm. The stereo vision camera used is HikVision MV-

CA023-10GM industrial camera (monochrome, 1920 × 1200

pixels). The mouth opener is a 3D-printed model with a

customized endoscopy (monochrome, 1920×1080 pixels). The

HydraMarker and CylinderTag used on the robot and opener

are printed on a PVC sticker which is less affected by ink

bleeding and blood spatter. The computer is equipped with

Intel I7-11700K (2.50 GHz, 32 GB RAM).

B. Suture Target Jitter Evaluation

The automated surgical process depends on acquiring the

pose information of both the targets and the surgical robot,

which is provided by the visual navigation system. Control and

planning algorithms are subsequently employed to navigate

the robot to its designated targets. Therefore, the quality

of the target information provided by the visual navigation

system will directly determine the control stability of the

surgical robot. Most of the time, the patient will enter a

certain degree of anesthesia, when the surgical targets can

be considered to remain motionless. In this case, the target

poses provided by the navigation system should be as stable

as possible to enhance the surgical performance and reduce

the risk. For this scenario, we design a jitter experiment with

stationary suture targets. A mouth opener is fixedly attached

to the head phantom through an impression and the phantom

is kept stationary. The visual navigation system is used to

continuously acquire the poses of the suture targets in the

coordinates of the mouth opener and analyze their translation

and rotation jitter over a period of time.

Due to the cylindrical shape of the mouth opener, the

visual marker attached to it will inevitably be affected by

TABLE I
COMPARATIVE RESULTS OF SUTURE TARGET LOCALIZATION JITTER

EXPERIMENTS IN DIFFERENT POSES

Unit: mm/◦

Pose Metric NVG-BA BA

“Good” pose

STD

X 0.096 0.108

Y 0.318 0.353

Z 0.359 0.377

Rot 0.07 0.076

MAD

X 0.056 0.065

Y 0.197 0.213

Z 0.22 0.225

Rot 0.041 0.045

“Bad” pose

STD

X 3.263 3.855

Y 1.319 2.203

Z 2.882 3.998

Rot 0.19 0.394

MAD

X 2.14 3.309

Y 0.983 1.761

Z 2.027 3.442

Rot 0.141 0.279

the deformation, resulting in a decrease in the localization

accuracy of the corners near the edge with large deformation.

Therefore, there are differences in the performance of visual

localization when the mouth opener is in different poses. For

most “good” poses, features on the visual markers are con-

sistently recognized and maintain high localization accuracy,

which is reflected in minimal pose jitter. For some “bad” poses,

features on the boundaries of the visual markers are difficult

to recognize or have low localization accuracy, resulting in

severe jitter in the localization results. Here, we selected a

“good” and a “bad” typical pose for testing.

The degree of jitter in the NVG-BA proposed in this

paper is compared with the conventional BA by calculating

the standard deviation (STD) and median absolute deviation

(MAD) of translation (X, Y, Z) and rotation (Rot) which are

defined as respectively:

STD(x) =

√

∑n

i=1 (xi − x)2

n− 1

MAD(x) = median(|xi −median(x)|)

(20)

where x is the rotation vector or translation vector, correspond-

ing to rotation and translation, respectively.

Table I shows the experimental results. In the case of “good”

pose, both algorithms are able to maintain low-range jitter,

but the NVG-BA still maintains lower jitter; while in the case

of “bad” pose, the jitter suppression ability of the NVG-BA

is significantly improved compared with that of the original

BA, which indicates that the NVG-BA can help the navigation

system to improve its stability.

C. Head Movement Localization Accuracy

Since OMS surgeries are often performed with local anes-

thesia, there may be uncontrollable and sudden movements of

the patient’s head during the procedure. Therefore, a robust

navigation system should have the ability to localize head

movements and provide timely and accurate feedback on the
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Fig. 9. Experiment setup and results of head movement localization accuracy.
(a) Setup for the head movement localization experiment. (b) Head phantom
trajectories measured by proposed navigation system versus ground truth
trajectories. (c) Translation and rotation errors of the measured head phantom
poses.

current target position and pose. Here, we use an NDI tracker

(Polaris Vega tracker, Northern Digital) to obtain ground truth

pose information. The experimental setup for head movement

localization accuracy is shown in Fig. 9(a). By fixing the NDI

tool with passive spheres on the head phantom, its pose can

be acquired using the NDI tracker. Then, the transformation

relationship between the NDI tracker and the binocular camera

is obtained through hand-eye calibration to align the poses

acquired by them separately. During the experiment, the head

poses measured by the navigation system and the NDI tracker,

respectively, were recorded simultaneously. 200 consecutive

frames were recorded and the translation and rotation errors

between the pose estimated by the navigation system and the

pose measured by the NDI were calculated.

Fig. 9(b) shows a plot of the head phantom trajectory

obtained via the navigation system against the reference tra-

jectory obtained by the NDI tracker, and Fig. 9(c) shows the

translation and rotation errors for the corresponding estimated

pose in each frame. The average pose estimation error for

translation is 1.56 mm with a standard deviation of 0.63 mm,

while the average pose estimation error for rotation is 0.21◦

with a standard deviation of 0.13◦. The experimental results

affirm that the proposed navigation system maintains a high

degree of localization accuracy even in the presence of head

movement, thereby confirming its safety and reliability.

D. Intraoral Localization Accuracy

The accuracy of intraoral localization determines the pose

accuracy of the end-effector of a suture robot and affects

the performance of the suture. To evaluate the intraoral lo-

calization accuracy of the proposed navigation system, we

(a) (b)

=10

=

Fig. 10. Illustration of assistive gadgets mounted on the suturing robot end-
effector. (a) and (b) correspond to the scenarios with tilt angle θ = 10◦ and
θ = –30◦, respectively.
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Fig. 11. Results of intraoral localization accuracy experiments.

designed a series of 3D-printed auxiliary gadgets to fix the

end-effector’s pose. These auxiliary gadgets have a known tilt

angle that is reflected in the yaw angle of the end-effector,

as shown in Fig. 10. By simultaneously using a binocular

camera to recognize visual markers on the mouth opener

and an endoscope to recognize visual markers on the end-

effector, the relative pose of the end-effector with respect to

its zero-position pose can be obtained. Thereby, the yaw angle

of the end-effector corresponding to the current pose can be

calculated using the inverse kinematics of the suturing robot.

We sequentially mounted the assistive gadgets on the robot

end-effector and acquired 100 consecutive frames to calculate

the corresponding end-effector yaw angle in the current pose.

The results were compared with the corresponding tilt angles

of the assist gadgets to evaluate the accuracy and stability of

intraoral localization. Here, we define the Absolute Angular

Error (AAE) as the experimental evaluation metric, which

means the absolute value of the difference between the calcu-

lated yaw angle and the ground truth angle.

Fig. 11 illustrates the results of this experiment. Since

the intraoral position accuracy is mainly determined by the

selection accuracy of the end-effector origin, the further away

from the zero position should theoretically cause a larger error.

The corresponding experimental results also clearly show this

result. It is noted that in the inclination range of -30◦ to 30◦

(which is also the most frequently used position range), our

navigation system can obtain an angle resolution error of no

more than 1.5◦, which is quite sufficient for suture surgery.
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(a) (b)

(c) (d)

Target holes

Fig. 12. Schematic of the overall navigation system accuracy experiment.
(a) Fabricated CT model with target circular holes; (b) Corresponding 3D-
printed model; (c) Target point registration using the surgical instrument; (d)
The suturing robot end sequentially placed at the corresponding target hole.

TABLE II
COMPARATIVE RESULTS OF OVERALL VISUAL NAVIGATION ACCURACY

Methods Ours [16] [19] [17] [15]

TRE (mm) 0.69 0.71 0.74 0.85 0.92

While there is an error of no more than 5◦ at ±40◦ and ±45◦,

it is very difficult to encounter situations that require such a

large angle for a typical suturing procedure.

E. Overall Navigation System Accuracy

The overall localization accuracy of the navigation system

is usually jointly affected by multiple factors that are coupled

with each other. In this paper, we designed a navigation

accuracy experiment for the suturing robot to evaluate the

overall localization accuracy as illustrated in Fig. 12. In this

experiment, we printed a CT model of the patients mandible

and set a series of circular holes on its surface as target points

by Boolean operations using Blender (Ver. 3.1, Blender.org).

These N circular holes are in sequence registered as target

points in the mouth opener coordinate using a calibrated high-

precision surgical instrument [28]. Then, the suturing robot is

controlled to reach this series of target points one by one. The

robot end-point position information was sequentially recorded

using the visual navigation system so that the distance between

the registered target points and the end-points from the nav-

igation system is utilized as the evaluation metric. Here, the

target registration error (TRE) is introduced in this experiment:

TRE =

√

∑N

i=1 ‖p
c
i − p

t
i‖

2
2

N
(21)

where p
c
i is the ith target point registered by the surgical

instrument, and p
t
i is the corresponding point detected by

the navigation system. The TRE of the proposed navigation

system is 0.69 mm. Compared with other methods in the open

literature, our system achieves the lowest TRE as Table II

shows.

w/o

Dynamic 

ROI

w/ 

Dynamic

ROI

time

Marker 

recognition

Pose 

estimation

Dynamic 

ROI

0 100

Fig. 13. The flowchart of the proposed navigation system framework.

F. Navigation System Operational Efficiency

To evaluate the computational load of the navigation system,

we conducted an operational efficiency experiment. Initially,

100 sets of images were continuously captured in a simulated

typical surgical scenario, with each set containing images from

both views of the binocular camera and from the endoscope.

Subsequently, the processing time for each image in each

session (marker recognition, pose estimation, and dynamic

ROI) was calculated using the proposed navigation system, and

the resulting processing time for each session was averaged to

determine the final operational efficiency.

It is important to note that endoscopic images are smaller in

size compared to binocular camera images, resulting in shorter

processing times for endoscopic images. Hence, we utilize

the processing time of the binocular camera as an evaluation

metric to ensure a consistent and comprehensive assessment

of system efficiency.

As illustrated in Fig. 13, the experimental results reveal that

the proposed navigation system operates inefficiently without

the dynamic ROI module, with a processing time of 130.45 ms

per frame (124.77 ms for marker recognition, 5.05 ms for pose

estimation, and 0.63 ms for dynamic ROI). Notably, marker

recognition accounts for the majority of the total time.

Upon integration of the dynamic ROI module, the pro-

cessing time for marker recognition decreases to 34.14 ms,

attributed to the increased speed of the marker recognition

process by 365.47% through cropping out most irrelevant re-

gions in the image. Consequently, the total processing time per

frame reduces to 39.73 ms (34.14 ms for marker recognition,

4.92 ms for attitude estimation, and 0.67 ms for dynamic ROI),

marking a significant improvement of 328.34% compared to

previous results.

Thus, the proposed navigation system can operate at speeds

up to 25.17 FPS, ensuring excellent real-time performance.

Notably, many published papers do not provide an in-depth

analysis of operational efficiency. Therefore, this paper only

compares with those papers that evaluate operational efficien-

cy. As depicted in Table III, the proposed navigation system

demonstrates sufficient operational efficiency compared to

conventional navigation systems, thereby ensuring the safety

of autonomous surgery.

G. Automated Suture Procedure Verification

The visual navigation system proposed in this paper is

deployed on a real single-arm suturing robot described in
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TABLE III
COMPARATIVE RESULTS OF NAVIGATION SYSTEM OPERATIONAL

EFFICIENCY

Methods Ours [31] [17] [32]

FPS 25.17 12 25 30

0 s 7 s 16 s

149 s 196 s120 s

84 s68 s

Fig. 14. The process of completing fully automated suturing of a head
phantom simulated wound using the proposed navigation system.

(a) (b)

Suture nail

Fig. 15. Results of automated suturing procedures. (a) Schematic of the
simulated wound with the results of the surgeon’s preoperative planning; (b)
Schematic of the wound after automated suturing operation using the proposed
navigation system.

the previous section and the automatic suturing capability of

this system is verified. Fig. 8 illustrates the components and

arrangement of the entire system. In this validation experiment,

a silicone pad with a simulated wound was placed in the

head phantom to simulate an intraoral wound. The visual

navigation system provides the required pose information in

real time to assist the suture robot in completing the suturing

task autonomously. During the entire suturing procedure, the

surgeon only needs to select the current suture target in the

self-developed software interface and monitor the emergency

situation in the oral cavity in real time to complete the surgical

process. Fig. 14 demonstrates the specific automated suturing

process. Through this process, the simulated wound on the

silicone pad was well sutured, as shown in Fig. 15, which

verifies the effectiveness and autonomy of this system.

V. CONCLUSIONS

Fully automated intraoral suturing surgery based on visual

navigation is a promising field. In this paper, a spatially com-

pact visual navigation system for a novel single-arm suturing

robot is presented. Flexible visual markers for localization are

introduced to address the constraints of the narrow intraoral

environment. For the proposed navigation system, a two-stage

visual navigation framework is designed to synchronize the

acquisition of high-precision navigation information inside

and outside the oral cavity, and a complete process of sys-

tem calibration and navigation information transformation is

provided. We comprehensively describe the theoretical basis

of these processes in this paper. Besides, to improve the

localization accuracy and operational efficiency of the system,

we propose a pose refinement algorithm called normal vector

guided-bundle adjustment (NVG-BA) and a dynamic ROI

extraction algorithm. In addition, we show a large number of

experimental evaluation results for the localization accuracy of

this navigation system, which all demonstrate that this scheme

achieves the highest navigation accuracy without introducing

additional space requirements. Finally, we applied the naviga-

tion system to a suturing robot and successfully performed a

simulated automated suturing procedure on a head phantom.

Together, these experiments demonstrate the superior accuracy

of the visual navigation system and its efficacy in guiding the

robot through automated suturing procedures.

In the future, our research efforts will continue to focus on

exploring smarter suture strategies and planning, with the aim

of realizing a higher level of fully automated suture surgery.

APPENDIX A

PROOF OF THE RESULT OF (12)

In this appendix, we provide the derivation of (12) using

the Lagrange multiplier method. The constrained minimization

problem can be formulated as follows:

f(n) =
∑

i∈N (j)

||qT
i,j,kn||2 = nT

(

QQT
)

n

s.t. nTn = 1

(22)

The Lagrangian function is constructed as follows:

L(n, λ) = f(n)− λ
(

nTn− 1
)

(23)

To find the solution, we set the gradient of the Lagrangian

L(n, λ) with respect to n to zero. This results in a system of

equations that must be solved simultaneously:
{

∂L
∂n

= ∂
∂n

f(n)− λ ∂
∂n

(

nTn− 1
)

∂L
∂λ

= nTn− 1
(24)

For the term ∂L
∂n

, the expression can be simplified as:

∂

∂n
f(n)− λ

∂

∂n

(

nTn− 1
)

=
(

QQT +QTQ
)

n− λ
(

I+ IT
)

n

=2QQTn− 2λn

(25)

Thus it can be deduced that:










∂L

∂n
= 0 ⇐⇒ QQTn = λn

∂L

∂λ
= 0 ⇐⇒ nTn = 1

(26)

Therefore, it can be proved that n is the normalized eigen-

vector of the smallest eigenvalue λmin of QQT .
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